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Counterfactual outcome: missing medal stand.
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2. Theories.
3. Economic importance.
4. Things we need more research on—partly from you.
   - Reference-point determination.
   - How people conceptualize their choices.
   - Welfare aspects.
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I’ll go fast, but everything will be completely informal.
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Loss aversion: people dislike losses relative to the reference point more than they like same-sized gains.

• The primary original evidence for loss aversion came from trading behavior—the (un)willingness to trade one’s current position for an alternative.

• Kahneman, Knetsch, and Thaler (1990,1991):
  ① Randomly give half of the subjects (“owners”) mugs, and half of the subjects (“non-owners”) nothing.
  ② Owners and non-owners are both allowed to examine the mug.
  ③ Elicit buying and selling prices using the Becker-DeGroot-Marschak procedure.

• Finding: selling prices are significantly higher than buying prices.

• This is called the *endowment effect*: endowing someone with a good makes her value it more highly.
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Prospect Theory
Loss aversion combined with diminishing sensitivity are key ingredients of Kahneman and Tversky’s (1979, 1991) prospect theory. They posited that an outcome is evaluated relative to a reference point according to a value function \( v(c - r) \) illustrated in Figure 1. This function incorporates the key properties of reference-dependent preferences we have discussed so far.

Notice first that it has a kink at zero. That captures the loss-aversion part of reference-dependent preferences, that losses resonate much more than similar-sized gains. Also, the function is concave in the positive range and convex in the negative range. That is, it gets flatter as it gets further and further away from zero in either direction. That is diminishing sensitivity.

### III.C Non-Linearity in Probabilities

All the evidence on reference dependence so far had to with how preferences over outcomes depend on comparisons to reference points in addition to absolute judgments. All this evidence contradicts an assumption commonly used in economics, that preferences depend only on final outcomes.

But recall that the workhorse economic model of individual decisionmaking, expected-utility theory, also makes another assumption: linearity in probabilities. I will quickly give you some evidence contradicting this assumption, and indicate how the theory might be modified to account for nonlinearities in probabilities. Let us go back to another piece of evidence from the surveys. I asked half of you whether you would prefer $3,000 with probability 1 instead of $4,000 with probability 0.8; 68 percent of you prefer the former. The other half of you I asked whether you prefer $3,000 with probability 0.25 or $4,000 with probability 0.2;
Loss aversion combined with diminishing sensitivity are key ingredients of Kahneman and Tversky’s (1979,1991) prospect theory.

They posited that an outcome $c$ is evaluated relative to a reference point $r$ according to a value function $v(c - r)$ that looks like

\[ v(c - r) \]

\[ c - r \]
Loss aversion combined with diminishing sensitivity are key ingredients of Kahneman and Tversky’s (1979, 1991) prospect theory.

They posited that an outcome $c$ is evaluated relative to a reference point $r$ according to a *value function* $v(c - r)$ that looks like

- Kink at zero: loss aversion.
- Concavity in gains and convexity in losses: diminishing sensitivity.
- The value function is much like the familiar utility function from economics, except that it’s reference-dependent.
Loss aversion combined with diminishing sensitivity are key ingredients of Kahneman and Tversky’s (1979,1991) prospect theory.

They posited that an outcome \( c \) is evaluated relative to a reference point \( r \) according to a value function \( v(c - r) \) that looks like

- **Kink at zero:** loss aversion.
- **Concavity in gains and convexity in losses:** diminishing sensitivity.
Loss aversion combined with diminishing sensitivity are key ingredients of Kahneman and Tversky’s (1979, 1991) prospect theory.

They posited that an outcome $c$ is evaluated relative to a reference point $r$ according to a value function $v(c - r)$ that looks like

- Kink at zero: loss aversion.
- Concavity in gains and convexity in losses: diminishing sensitivity.
- The value function is much like the familiar utility function from economics, except that it’s reference-dependent.
The other key ingredient of prospect theory is the *probability weighting function*, measuring how people weight probabilities.
The other key ingredient of prospect theory is the *probability weighting function*, measuring how people weight probabilities.

- Steepness at 0: overweighting of small probabilities.
- Steepness at 1: certainty effect.
- Flatness in the middle: unresponsiveness to intermediate probabilities.
The other key ingredient of prospect theory is the *probability weighting function*, measuring how people weight probabilities.
The other key ingredient of prospect theory is the *probability weighting function*, measuring how people weight probabilities.

- Steepness at 0: overweighting of small probabilities.
- Steepness at 1: certainty effect.
- Flatness in the middle: unresponsiveness to intermediate probabilities.

![Probability Weighting Function](image-url)
The other key ingredient of prospect theory is the \textit{probability weighting function}, measuring how people weight probabilities.

- Steepness at 0: overweighting of small probabilities.
- Steepness at 1: certainty effect.
- Flatness in the middle: unresponsiveness to intermediate probabilities.
The other key ingredient of prospect theory is the *probability weighting function*, measuring how people weight probabilities.

- Steepness at 0: overweighting of small probabilities.
- Steepness at 1: certainty effect.
- Flatness in the middle: unresponsiveness to intermediate probabilities.
Applications of Prospect Theory
• In many situations, people are extremely averse to risks that are small relative to their lifetime wealth or liquidity constraints.
In many situations, people are extremely averse to risks that are small relative to their lifetime wealth or liquidity constraints.

- Most people reject small and moderate-sized favorable gambles; e.g. a 50-50 chance at winning $550 or losing $500.

Barberis, Huang, and Thaler (2006) offered the gamble to MBA students, financial analysts, and very rich investors. Most, including 71% of the investors, turn down the gamble.

Consumers choose insurance policies with low deductibles at a high extra cost. E.g. Sydnor (2010) calculates how homeowners choosing lower deductibles would have done with a $1,000 deductible:

<table>
<thead>
<tr>
<th>Deductible</th>
<th>Prop. Claims</th>
<th>Extra Exp.</th>
<th>Premium Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$250</td>
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</tr>
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<td>(54.6%)</td>
<td>0.037</td>
<td>$17.16</td>
</tr>
</tbody>
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Many consumers buy extended warranties and other very expensive small-scale insurance.
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  • Most people reject small and moderate-sized favorable gambles; e.g. a 50-50 chance at winning $550 or losing $500.
    • Barberis, Huang, and Thaler (2006) offered the gamble to MBA students, financial analysts, and very rich investors.
    • Most, including 71% of the investors, turn down the gamble.

  • Consumers choose insurance policies with low deductibles at a high extra cost. E.g. Sydnor (2010) calculates how homeowners choosing lower deductibles would have done with a $1,000 deductible.
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  • Many consumers buy extended warranties and other very expensive small-scale insurance.
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• Intuition:
  • Stuff on the order of $500 is a very small drop in the bucket for most Americans relative to lifetime wealth.
  • Diminishing marginal utility should not kick in over such a tiny range for any reasonable utility function over wealth.

• Reference-dependent utility isn’t vulnerable to the same critique because it doesn’t require preferences over risk to be described by a single function.
  • That is, how a person’s utility function looks over a large range puts little restriction on how it looks over a small range.
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  • The typical cab driver rents their cab for a 12-hour period for a fixed fee. Within this 12-hour window, a driver can choose hours freely.
  • For many random reasons (weather, subway breakdowns, conferences, and so on) a cab driver’s wage varies quite a bit.

• Basic finding: hours are \textit{negatively} related to wages.
• Explanation: *daily income targeting*.
  - Drivers’ evaluation of their daily income is reference-dependent.
  - The reference point is some reasonable daily income target.
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- Explanation: *daily income targeting*.
  - Drivers’ evaluation of their daily income is reference-dependent.
  - The reference point is some reasonable daily income target.
  - Loss aversion implies that it might make sense for drivers often stop at the daily income target.
  - A driver with a higher wage reaches his target faster, so he works fewer hours.
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• Odean acquired data on 10,000 customer accounts at a nationwide discount brokerage house.

• He constructs a measure of how often investors realize losses and gains relative to their opportunities to do so.
  
  • On any sale date, he counts the number of “loser” and “winner” stocks.
  • Among these, he counts the “realized losses” and the “realized gains.”
  • He defines the proportion of losers realized as

\[
\text{PLR} = \frac{\# \text{ of realized losses}}{\# \text{ of total losers}},
\]

and similarly for the proportion of gains realized (PGR).
Key findings:

<table>
<thead>
<tr>
<th></th>
<th>Entire Year</th>
<th>December</th>
<th>Jan-Nov</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLR</td>
<td>0.098</td>
<td>0.128</td>
<td>0.094</td>
</tr>
<tr>
<td>PGR</td>
<td>0.148</td>
<td>0.108</td>
<td>0.152</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.050</td>
<td>0.020</td>
<td>-0.058</td>
</tr>
<tr>
<td>t-stat</td>
<td>-35</td>
<td>4.3</td>
<td>-38</td>
</tr>
</tbody>
</table>

The tendency to sell winners and hold on to losers is called the disposition effect. Explanation:

- Investors' evaluation of the stock's sale price is reference-dependent.
- The reference point is the purchase price.
- Due to reference-dependent utility, it's pleasant to sell a winner and unpleasant to sell a loser (Barberis and Xiong 2008).
- Furthermore, due to diminishing sensitivity, individuals are willing to take more risks with losing stocks than with winning stocks.

The disposition effect has also been observed in the housing market (Genesove and Mayer 2001).
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• We’re pretty confident that
  (i) we have the basic properties of reference-dependent utility down; and
  (ii) reference-dependent utility helps understand important economic phenomena.

• But the picture of the role of reference dependence in economic decisions is far from clear.

• Now I’d like to highlight a few additional things we need to understand and currently don’t.

  1. What’s the reference point?
  2. Bracketing: Which decisions and outcomes do people consider integral to the current decision?
  3. Welfare: Is reference dependence and loss aversion a manifestation of real experienced utility, or more of a mistake?
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Much of the time, it’s not hard to guess the reference point from the situation and the facts.

But sometimes it’s hard to guess.
  - Example: shopping behavior.

Furthermore, if we want to predict in advance what individuals will do, we better be able to predict their reference point.

Unfortunately, research on reference-point determination is much less developed than research on preferences given a reference point.
Three Candidates for the Reference Point

1. *Status Quo*: The original (hesitant) assumption in prospect theory was that the reference point is the status quo or endowment.

2. *Social Preferences*: People compare their outcomes to those of others around them. This is another central theme in the psychology and economics literatures. Controlling for their own income, hours of work, etc., people's reported happiness is decreasing in the income of those working in similar jobs. Neumark and Postlewaite (1998) provide evidence suggesting that social comparisons affect the labor-supply decisions of women.

3. *Goals or Aspirations*: A somewhat less coherent literature in psychology argues that goals or aspirations can also serve as the reference point.
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• An experiment by Abeler et al. (forthcoming):

- Students perform a boring task for a piece rate.
- They can work as long as they want.
- After they finish working, they flip a coin.
  - Heads: receive what they earned.
  - Tails: receive a predetermined amount $x$.
- Two conditions: $x = 3.50$ and $x = 7.00$. (Known in advance.)
- For $x = 3.50$, lots of subjects stop working when they've earned $3.50$, and for $x = 7.00$, lots of subjects stop when they've earned $7.00$.
- Interpretation: the expected possibility of earning $x$ becomes part of subjects' reference point, so they stop working at $x$. 
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Our Preferred Candidate: Recent Expectations
A partially unifying theory

- Often, the expectations-based theory makes the same predictions as one or more of the alternative theories.
  1. Often, people expect their circumstances to remain approximately the same, so recent expectations = status quo or recent consumption.
  2. Often, the outcomes similar others are getting affect expectations of what we’ll get.
  3. It’s difficult to set goals that you see no chance of reaching.
- But when expectations differ from the other candidates, typically expectations provide a better theory of reference-point determination.
  - This allows us to reconcile some seemingly contradictory findings and intuitions.
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Where Do Expectations Come From?

• If the reference point is expectations, for a complete picture we must know where expectations come from.

• To answer this question, one can draw on research from other domains.
  1. Theories of expectations formation in economics.
  2. Evidence on expectations formation that aren’t necessarily tied to reference-dependent utility.

• Our approach is a theoretical one: we assume that expectations must be consistent with rationality.
  • This implies a feedback loop:
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    • Preferred Personal Equilibrium (PPE): the decisionmaker chooses the best state-contingent strategy she knows she will carry through given the preferences induced by the plan.
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But We're Far From Done

- While our rational-expectations-based theory provides a reasonable first-pass model, still much more research is needed to understand reference-point determination.
- We need careful empirical work telling us what determines the reference point in different situations, and fully fledged alternative theories of reference-point determination.
- In as much as the reference point is expectations, we need careful empirical and theoretical work on expectations formation.
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Workers who were hungry when they made the choice were more likely to opt for unhealthy snacks. They project their current preferences onto their future selves.
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- The same holds more generally for determining whether a particular pattern of behavior reflects a mistake.